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Editorial

Yesterday, after hours of hopping on and off of public 
transportation amid various errands, I stopped by my 

office, thankful that my key still works while the university 
premises are otherwise closed owing to the Covid-19 pan-
demic. As I entered the abandoned courtyard, I took off my 
mask and virtually swooned with a breath of rich, damp, 
green fresh air. It is mindboggling that our world could 
change so abruptly this spring. International mobility is still 
largely suspended, safe distancing has replaced personal 
space and self-quarantine has become part of daily life. 
Institutions closed their doors and those of us who are lucky 
have continued work at home, while others have been left 
unemployed. As the physical world closed down around us, 
virtual worlds opened with unprecedented speed in order 
to compensate. The prevention of so much in our estab-
lished ways of life has been a push into new technologies, 
bringing about an explosion of emergent practices that are 
gradually taking shape and perhaps also taking hold. The 
world of human society has transformed, placed under 
self-imposed constraints like a caterpillar entering a cocoon.

From the perspective of folklore, this is a fascinat-
ing time. New types of performance, customs and mean-
ing-making are developing all around us and being nego-
tiated in countless networks simultaneously. What will 
happen when we break from the Corona cocoon remains 
an open question: there is a dream of a return to the way 
things were, yet our world is moving through a metamor-
phosis that makes some type of change inevitable. 

In tandem with the world entering a period of trans-
formation, FF Communications and FF Network have been 
gestating in a cocoon of their own. Somewhat more than 
a year ago, the Finnish Academy of Science and Letters 
abruptly decided to change their publication profile and 
discontinue relationships with all existing series. After 
countless meetings and discussions, the Folklore Fellows 
have organized a new collaboration with the Kalevala Soci-
ety as the publisher of FF Communications and FF Net-
work beginning from January 2021. The Kalevala Society 
is an esteemed learned society with a century of close ties 
with the Folklore Fellows. Whereas so much of the future 
is unsure in other areas of life, we predict with confidence 
that FFC will continue without interruption to its processes, 
publications or distribution. The Kalevala Society will keep 
our publications within the Finnish Federation of Learned 
Societies (TSV) rather than moving to a for-profit publisher. 
This will allow FFC to remain affordable for purchase and 
allow us to continue plans for an open-access counterpart 
to print publication on TSV’s new platform which assures 
long-term sustainability. 

Change is inevitable after a long period in a cocoon, 
but change is not bad and may propel us into the future. For 
FFC, this not only includes looking forward to an open-ac-
cess platform; discussions have started for new electronic 
resources for the Folklore Fellows and folklore research 
more generally, which we hope to soon set in motion and 
to rise from our cocoon like a butterfly.

The Corona Cocoon

Frog
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A Computational Approach to Rumor and Conspiracy in a Time of Pandemic

Timothy R. Tangherlini & Vwani Roychowdhury

University of California, Berkeley and UCLA

The Covid-19 pandemic has led to an explosion of sto-
rytelling—much of it framed as believable first-person 

accounts—across many media. A large number of these 
stories reflect aspects of both rumor (which can be seen as 
a hyperactive transmission state of legend) and of conspir-
acy theory (Rosnow and Fine 1976; Tangherlini 1990; Fine 
et al. 2005). If we conceptualize folklore at least in part as 
the informal circulation of cultural expressive forms on and 
across social networks, thereby incorporating both the per-
formance aspects of folklore and its dependence on social 
interactions embedded both in time and space, it should be 
of little surprise that the current situation has engendered a 
great deal of storytelling (Tangherlini 2018).

It is certainly well established that rumors love an infor-
mation void (Shibutani 1966; Starbird et al. 2014). Given the 
current situation where high confidence information is hard 
to come by, and trusted information sources have been 
called into question by ideologically motivated groups, the 
conditions are perfect for the types of information cascades 
that rumors represent. Similarly, the information vacuum 
allows for the inventive alignment of stories, often from dif-
ferent domains of human interaction, into larger coherent 
narrative frameworks that rely on monological thinking and 
people’s receptiveness to explanatory narratives (Goertzel 
1994). We conceptualize these broad, interrelated storytell-
ing cycles that often propose to uncover a nefarious back-
ground for an observable phenomenon such as the sudden 
appearance of the Covid-19 virus and its subsequent ram-
page across the globe as conspiracy theories (Shahsavari et 
al. 2020).

A great deal of interaction during this time of social 
distancing takes place online on social media platforms 
such as Facebook and Twitter, and on social media forums 
such as Reddit and 4chan. Unlike face-to-face interaction, 
social media has several features that make it particularly 
suitable to the propagation of rumor and the creation of 
conspiracy theories. First, the rapidity with which signals 
can propagate across these platforms is striking. Second, 
messages can be passed in part or in their entirety with 
simple clicks, while the original message can be edited 
quite easily. Third, there is a degree of anonymity on many 

of these platforms, confounding to an even greater degree 
the amount of trust a person may have in the source of the 
information. Fourth, given the assortativity of links on many 
social media sites (predicated on the notion of homophily 
in social networks), there is a tendency for these conversa-
tions to become self-reinforcing, creating what some have 
labeled “echo chambers” (Del Vicario et al. 2016). Fifth, there 
is an amplification of the signal that is uncommon in normal 
face-to-face interaction. This latter aspect of amplification 
becomes all the more critical in the context of automated 
agents, such as “bots”, that can tirelessly send messages out 
into the social network again and again (Ferrara 2020).

Computational Modeling of Rumor and Conspiracy 
Theory

In our group’s work in computational folkloristics, we aim to 
understand the dynamics of rumor propagation and con-
spiracy theory formation related to the Covid-19 pandemic 
in real-time. We hope to devise methods that will allow us to 
track how various stories gain traction in different forums, 
circulate, are modified and, in some cases, are dropped. 
We are also interested in understanding the interaction 
between the stories circulating in social media and news 
reporting about those stories. The traditional news media 
play an interesting role in this information eco-system, 
since the stories circulating in various social media forums 
become fodder for the reporting in two essential ways. 
First, the stories circulating on social media influence real 
world behaviors, thus leading to newsworthy events. These 
range from people ingesting untested remedies to people 
“resisting” public health measures. Second, the stories have 
entered the policy arena, with the president of the United 
States repeating rumors and conspiracy theories in press 
briefings, and directing government officials to explore leg-
islative measures to address aspects of these stories. Both 
of these types of news stories may then feed back into the 
social media forums.

Our work is based on several key observations on sto-
rytelling in general, and online conversational behaviors in 
particular. Because computational measures require some 
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formalization of a problem so that they can be applied 
consistently, we have developed a model of storytelling 
inspired by Algirdas Greimas’s actantial model (Greimas 
1966), and the model of personal experience narrative 
proposed by William Labov and Joshua Waletzky (1967). To 
limit the scope of a story corpus, we rely on the intuition 
of George Boole who, in his classic definition of a discourse 
domain, noted that “In every discourse, whether of the 
mind conversing with its own thoughts, or of the individ-
ual in his intercourse with others, there is an assumed or 
expressed limit within which the subjects of its operation 
are confined” (Boole 1854). This latter aspect of our work 
allows us to hypothesize that, for any given domain, there 
should be an underlying generative storytelling framework 
that allows people to, once they have internalized that 
framework through the process(es) of enculturation, pro-
duce stories or story segments that align with the expected 
storytelling in that group (Tangherlini 2018). This observa-
tion aligns well with Carol Clover’s now classic formulation 
of the idea of an “immanent narrative” underlying traditions 
such as epic singing, and also aligns well with fieldwork 
observations that people only infrequently tell complete 
stories (Clover 1986; Laudun 2001). This latter observation 
is particularly apt for social media, where jumping into 
a forum can feel like jumping into a conversation among 
strangers in a noisy bar.

The generative model for the forum posts that either 
recount a story in whole or in part has three main levels, 
offering a modification of the standard two-level model 
that has animated a great deal of narrative theory over the 
years. The goal of the model is to wed stable features of 
narrative to domain-specific aspects of storytelling related 
to a particular event or type of event, and also to the per-
formance-specific aspects that form the basis of our ethno-
graphic observations.1 We labels these levels, in turn, the 
macro-, meso- and microlevels.

On the macro- or tradition level, the model posits 
that there are structural aspects of narrative that are gen-
re-specific, albeit not genre-exclusive. For legend—and 
its closely related counterpart the rumor—this macrolevel 
consists of stable structural features recognized by Labov 
and Waletzky (1967), and modified by Nicolaisen (1987) for 
the folklore genre legend, and includes the orientation, the 
complicating action and the resolution. As a modification of 
the complicating action, we propose a two-part structure, 
comprising threat/disruption and strategy (Tangherlini 
2018). Currently, our computational methods are not able 
to match actants to structural roles consistently.

1	 The model is exhaustively presented in Tangherlini (2018).

Instead, our computational methods focus on the 
two other levels of the model: the mesolevel, which pro-
vides an understanding of the bounds of the discourse 
to which observed stories or story parts contribute; and 
the microlevel, which comprises the collected data in the 
form of blog posts and threads. The mesolevel provides 
the domain-specific anchoring of the story—the admissi-
ble actants and their range of possible actions given that 
domain. The microlevel, in turn, is the level that is observ-
able, and includes all of the evaluative statements, framing 
elements and other aspects that make the performance of a 
story vibrant, even if that performance is simply a very brief 
conversation that alludes to a shared knowledge between 
interlocutors (Figure 1).

Figure 1: A three-level model of the generative processes 
undergirding legend and rumor (Tangherlini 2018).

Estimating Narrative Frameworks

Because of these interrelated features characterizing story-
telling and story domains, we conceptualize the underlying 
narrative frameworks as a graph (which can be weighted 
and dynamically updated), where the nodes comprise the 
actants, and the edges comprise the interactant relation-
ships. Although a complex hyperedge model may be more 
appropriate to capture complex relationships, we base this 
simpler model on the observation that most hyperedges 
can be decomposed into a series of pairwise edges. Aggre-
gating thousands of storytelling events allows one to map 
the range of the admissible actants and relationships, as 
well as discover the emerging actant roles and interact-
ant relationships. The more an actant is mentioned in the 
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storytelling, the more central they become to the network. 
Similarly, the more frequently an interactant relationship is 
mentioned, the more heavily that edge is weighted in the 
network. Evaluating this over time provides a dynamic view 
of the growth of these narrative frameworks.

The goal of our work, then, is to estimate the genera-
tive narrative framework graph for any corpus. This narra-
tive framework identifies the main actants and presents the 
interactant relationships in a context-dependent manner. 
To illustrate the context dependent nature of these rela-
tionships, consider the Pizzagate conspiracy theory. One 
need only recognize that Hillary Clinton can play multiple 
roles in various domains of discourse to understand this 
context-dependent understanding of Hillary Clinton: in 
Democratic politics, she is a former presidential candidate; 
in the context of the Clinton foundation, she is a key and 
founding member; in the context of her family, she is the 
wronged spouse of Bill Clinton; and in the context of Satanic 

cannibalistic cults, she is a ring leader. Consequently, she, 
like many other actants, plays multiple roles in multiple 
domains, all dependent on context.

Because of the straightforward nature of this 
approach, we have developed a computational pipeline 
that, given a corpus of sufficient size, allows one to rapidly 
generate the narrative frameworks undergirding that cor-
pus. As such, the pipeline provides a method for creating 
summary narrative graphs, long a desideratum in fields as 
diverse as discourse analysis, political science, sociology 
and folklore (Bearman et al. 2000; Lehnert 1980). The pipe-
line is agnostic to the data source, whether it be a corpus of 
social media posts, news articles, or even public policy plan-
ning documents (Mohr et al. 2013). If there is no underlying 
framework, the results appear as a disconnected graph. For 
a well-established narrative framework, by way of contrast, 
the results appear as a single giant connected component.

Figure 2: (a) an overview of how a person generates a post in this model (b) an overview of the pipeline (Tangherlini 
et al. 2020).
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Figure 3: (a) shows the effect of Wikileaks emails in aligning otherwise unlinked domains; if the Wikileaks nodes and 
edges are removed from the graph, the aggregate network becomes a group of unconnected components; and (b) 
shows the automatically discovered main actants in an unlabeled corpus of reddit discussions related to Pizzagate. 
Not only do our methods match the graph presented in the NY Times (purple edges), but we also discover the 
importance of Bill Clinton and the Clinton Foundation to the conspiracy theory as presented by the main “theorists” 
themselves. (Tangherlini et al. 2020)
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Applications of the Method

The results of applying this approach to a series of tens of 
thousands of posts on social media concerning the Piz-
zagate conspiracy theory—a theory that alleged a relation-
ship between Clinton, various Democratic party operatives, 
Satanic pedophilic child trafficking and a northern Wash-
ington DC pizza restaurant, were fairly striking. For instance, 
our top-level graph captured the overall contours of the 
conspiracy theory, while also highlighting the reliance of 
the conspiracy theorists on the trove of leaked Wikileaks 
emails hacked from the Democratic National Committee 
as a means for linking the otherwise unrelated domains of 
Democratic politics, casual dining, DC area businesses and 
Satanic child sex trafficking (see Figure 3). The study also 
reveals how conspiracy theories often are created through 
the alignment of multiple, otherwise unaligned domains of 
interaction. This alignment is only possible because the the-
orists either collectively or individually have access (or gain 
access) to special, often hidden or secret knowledge, which 
they can interpret given their own (implicit) skill at under-
standing this knowledge. In the case of Pizzagate, it was the 
trove of Wikileaks emails that provided this key, while in the 
case of Q-Anon, for instance, it is the “bread crumbs” left by 
the eponymous Q on various messaging boards.

The limits of visualization software often make it diffi-
cult to present the rich semantic labeling that characterizes 
the relationships between actants. In our system, we are 
devising methods to provide this rich labeling in smaller or 
“zoomed-in” views of the graph (Figure 4).

Narrative Frameworks and the Emergence of Conspiracy 
Theories in Social Media

In the context of Covid-19, we have focused on two cor-
puses: one derived from Reddit and 4chan, and one derived 
from a series of news reports focused on conspiracy theo-
ries. Unlike the Pizzagate conspiracy theory, where Wikile-
aks is used by the conspiracy theorists as a Rosetta stone 
and thus allows for a single dominant narrative framework 
to move to a position of prominence, the pandemic discus-
sions have yet to settle on a main narrative framework.

Instead, in our pipeline discovery, we find a series of 
emerging narrative frameworks, each of which proposes a 
different explanatory theory. Although several of the con-
spiracy theories are based on existing and long-standing 
conspiracy theories, others, such as the suggestion that the 
virus is activated by microwaves emanating from the new 
5G network, are novel. A particularly prominent one, and 
one that has encouraged people to take real-world action, 
proposes that the virus is a hoax, no worse than the com-
mon cold, and that the hospitals are not in any dire situ-
ation; this has led to the “film your hospital” movement, 
which has been compared by analysts to the truther cam-
paigns that suggested that President Obama’s birth certifi-
cate was fake (Sommer 2020).

The interaction with the news is equally intriguing. 
While the news often “chases” after the formation of con-
spiracy theories, as was clearly the case in the well-docu-
mented Pizzagate conspiracy theory, the news and social 
media appear to be in a cycle of mutual reinforcement 
for the Covid-19 pandemic, where conspiracy theories are 

Figure 3: (b) 
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picked up by the news and then feed back into the social 
forums, where they take advantage of mentions in the news 
as validation of the narrative itself.

In the news reporting that we considered, we discov-
ered that the general mentions of conspiracy theories, or 
the specific conspiracy theories themselves, lagged consid-
erably behind the emergence of these in social media. In 
January, for instance, conspiracy theory reporting focused 
almost entirely on Q-anon and other non-Covid-19-related 
conspiracy theories (Figure 6a). Conspiracy theories began 
to be reported on more closely with Covid-19 in mid-March 
(Figure 6b) and, by mid-April, reporting on conspiracy theo-
ries was very closely linked to Covid-19 reporting (Figure 6c) 
(Shahsavari et al. 2020).

We expect to witness several phenomena as the 
Covid-19 pandemic continues to develop. If theories about 
monologic belief systems and their role in conspiratorial 
thinking are correct, then several of the conspiracy theories 
should align to form a single, totalizing narrative framework 
(Goertzel 1994). It appears that this may already be happen-
ing in the context of the 5G narrative, the bioweapons nar-
rative and the globalist cabal narrative. A single conspiracy 
theory may then emerge as the dominant narrative about 
the pandemic, while smaller frameworks are either aban-
doned or break off to form alternative explanatory theories. 

Another phenomenon that may emerge is the lack of coor-
dination across these narratives, with a constant churn in 
the discussion space. New narrative framework nucleations 
will appear in these discussion forums, gain some momen-
tum, and then be abandoned. Certainly, these develop-
ments will be worth watching. Our methods can support 
this type of coarse level of surveillance, while providing 
early clues to guide more directed analysis.

Conclusion

Although observation and modeling can be important as 
we develop a more sophisticated understanding of how 
storytelling develops and functions during a global crisis, it 
may be equally important to apply our knowledge of these 
processes to help efforts to minimize the risk posed by peo-
ple taking real-world action motivated by these explanatory 
narratives. Our methods, for instance, could be used to track 
the emergence of potentially dangerous information, such 
as the efficacy of household cleaning products as medi-
cines to combat the virus, that form part of widely-accepted 
narratives on social media. Interestingly, these narratives 
about using household goods to combat Covid-19 predate 
Trump’s misinformed suggestion that cleaning products are 
the subject of scientific testing for people suffering from the 

Figure 4: A zoomed in view of the relationship between Tony Podesta, weird art and pedophilia in the Pizzagate 
graph. The relationship edges are automatically generated by the pipeline and consist of the highest ranked relation-
ship labels for a particular edge.
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Figure 5: (a, above) An overview of the 52 different narrative framework “communities” in the overall social media 
discussion forum space. (b, below) A close up of a narrative framework, linking nodes from a series of communities, 
proposing that the Covid-19 virus is a hoax, and urging people to “film your hospital.”
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Figure 6: A time series overview of the report-
ing on conspiracy theories in news harvested 
from Google’s GDELT project. The timeline 
illustrates the increased reporting on con-
spiracy theories starting in late January and 
the progressively closer relationship between 
conspiracy theory reporting and Covid-19 
reporting.

virus. Similarly, given the generative nature of our model, 
the approach may be helpful for public health officials who 
need to rapidly produce messaging that can disrupt the 
spread of information that has the potential for broad neg-
ative social impact, such as stories insisting that the virus is 
essentially harmless (which have led people to defy stay-at-
home orders).

There can be little doubt that the current pandemic 
is an opportunity for folklorists to apply our hard-earned 
knowledge of the complex mechanisms that underlie sto-
rytelling in and across human societies. Among our many 
goals as scholars should be to document the ubiquitous 
storytelling that has rushed to fill the information vacuum, 
as well as to assist in developing methods that allow us to 
track these developments across many different media in 
a consistent and reproducible manner, allowing us to use 
this knowledge for the broader public good.
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Starting with a Finnish Corpus

Kati Kallio
Finnish Literature Society and University of Helsinki
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University of Helsinki Centre for Digital Humanities

In this essay, we describe early experiments in a computa-
tional folkloristics project FILTER1 aimed at studying for-

mulaic intertextuality, thematic networks and poetic varia-
tion across regional cultures of Finnic oral poetry. Due to the 
vast amount of linguistic and poetic variation and historical 
biases in the corpora (see e.g. Anttonen 2005; Harvilahti 
2013; Tarkka et al. 2018; Ilyefalvi 2018; Mäkelä et al. 2020b), 
existing automated approaches (see e.g. Moretti 2013) are 
unusable. Instead, advances must be made through intel-
ligently interleaving computational and manual analysis 
(Säily et al. 2018; Hämäläinen et al. 2018; Isoaho et al. 2020).

In this project, the idea is to gradually develop tools 
in tight collaboration between folklorists and computer sci-
entists (Mäkelä et al. 2019; 2020a). The folklorists describe 
what they tend to do and what they dream of being able 
to do with the source material, while computer scientists 
think of what may be possible and how this might be 
achieved. We first discuss the ideas, proceed to some test 
computations and then interpret these – and the possible 
problems – in relation to our humanistic and computational 
background knowledge of the data itself. If the results seem 
promising, some prototype interface may be developed, 
and the folklorists begin experimenting with it, evaluating 
what does or does not work, and describing what they do 
so that the computational scientists are able to understand 
the humanistic needs and the interpretive problems in 
the data. Folklorists continue dreaming what they would 
like to do, potentially leading again to new computational 
solutions and new evaluations in the cycle. In such exper-
iments, even those that are only briefly tried often reveal 
new aspects of the data and help us to understand it better.

1	 Academy of Finland no. 333138, 308381, 322071 and 288119

While we aim to build tools and processes that serve 
our specific project, we are also making them as broadly 
applicable as possible for researchers working with the 
same corpus or with similar questions with other materi-
als, particularly for other small languages and oral-derived 
corpora. On the side of folkloristics, the project builds on 
the long research history of Finnic oral poems, on advances 
in computational folkloristics (see e.g. Abello et al. 2012; 
Arvidson et al. 2018; Harvilahti 2019; Hakamies et al. 2019; 
Sarv 2019; Tangherlini 2013; 2016) and on discussions with 
colleagues, especially Frog, Lauri Harvilahti, Janika Oras, 
Jukka Saarinen, Venla Sykäri and Senni Timonen.

In this essay, we describe our early experiments thus 
far. At this stage, the main computational question has 
been how to help the humanist researcher to find relevant 
sub-corpora or sets of texts, how to tackle complex textual 
variation, and what tools might be used to find similar, yet 
varying instantiations of verses and motifs. The central 
questions have been: (a) how to define folkloristically rel-
evant research questions that are narrow enough for the 
development of new tools and yet help to produce and test 
tools with potential for wider use; and (b) how to analyse 
and explain the quite complex and versatile processes of 
reading, contextualising and analysis that folklorists tend 
to do with historical poetic texts, so that the computational 
scholars can help to make these processes easier.

Finnic Oral Poetry and the SKVR Corpus

Historical Finnic oral poetry – runo-songs, regilaul, or Kale-
valaic poetry – makes a versatile corpus in multiple dialects 
and archaic forms of Estonian, Finnish, Karelian, Ingrian 
(Izhorian) and Votic languages. All in all, there are over 
240,000 digitized texts of Finnic tetrametric oral poetry 
in the Finnish Literature Society and Estonian Literary 
Museum, and more archival texts and sound recordings 
in other Finnish, Estonian and Russian archives. (Harvilahti 

https://blogs.helsinki.fi/filter-project/
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2013; Sarv & Oras 2020; Kallio et al. 2017). In this preliminary 
work, we’ve focused on the Finnish SKVR corpus of 89,247 
items in Karelian, Ingrian and Finnish languages, but we are 
currently working to add the Estonian corpus (see Sarv & 
Oras 2020), the unpublished (but digitized) Finnish corpus 
and some 19th-century literary works in Kalevala-meter.

The poems in SKVR were recorded from 1564 to 1939 
and were originally edited and published in the 34 volumes 
of Suomen Kansan Vanhat Runot (SKVR) ‘The Ancient Poems 
of Finnish People’ (1908–1948 and 1997). The corpus is 

biased, for example, towards epic, narrative and poetically 
coherent texts (see e.g. Anttonen 2005; Tarkka 2013; Kalkun 
2015; Tarkka et al. 2018; Timonen 2004), but it contains a 
wide variety of poetics and genres from epics and lyrical 
songs to incantations, ritual songs and lullabies (e.g. Har-
vilahti 2013; Kallio et al. 2017; Tarkka 2013).

Although not created for contemporary research 
questions, the corpus is unique in the scope of its docu-
mentation of local, historical Finnic oral traditions. Never-
theless, the sheer size of the data, the complex historical 

Figure 1. First results on Octavo for one set of variations 
for vanha Väinämöinen ‘Old Väinämöinen’, with metadata 
on collector, theme ID of the type index and the place 
of recording, and one sentence of text around each 
occurrence.

Figure 2. Term discovery search on Octavo for one set 
of variations of Väinämöinen, the results showing how 
many times each variation appears in the SKVR corpus.
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and contextual knowledge needed in interpreting it, and 
the ample linguistic and poetic variation of texts make aims 
for macroscopic views (see Tangherlini 2013; 2016) difficult. 
The texts make use of diverse dialectal, morphological, 
poetic and archaic wordings, written down with various 
orthographies. Some folklore collectors used standard lit-
erary language, while others applied detailed phonetic 
transcription. Furthermore, motifs and storylines were used 
in versatile ways related to local understandings of poet-
ics, genres and performance situations. (See e.g. Harvilahti 
1992; Frog 2010; Timonen 2004; Saarlo 2005; Tarkka 2013; 
Kallio & Mäkelä 2019.) The multilevel variation and uneven 
quality of the data poses challenges for any computational 
experiments.

In the SKVR corpus, the metadata is structured, which 
offers possibilities for various analyses and visualisations 
according to the recorder of the text and the place and 
time of documentation. In addition, the corpus contains 
a typological index. Yet, the metadata also presents some 
problems. Although research interests today tend to con-
cern people and society, these are not represented well in 
the metadata. Some dates and places of documentation 
are incorrect or unknown, or only vaguely identified with a 
region or century. The performers of the songs often remain 
unidentified. For the most part, the nineteenth century col-
lectors did not think that information about informants 
was relevant, and many singers also preferred to remain 
anonymous. In the typological index, the main etic genres 
– like narrative poems, lyric poems, incantations, wedding 
songs or children’s songs – have been analysed according 
to slightly different principles. For some genres, the index 
mostly reproduces those used in the printed SKVR, which in 
many cases were developed by the editors of the particular 
volumes and never unified; for others, especially lyric songs, 
the types are the product of recent, detailed analytical work. 
(See https://skvr.fi/skvr-runohakemisto.) In addition, a sig-
nificant amount of essential information about the data is 
only found in the manuscripts, footnotes of earlier research, 
and prefaces of SKVR’s printed volumes.

How to Browse the Complex Corpus?

A basic need for almost any user of a corpus of texts is to 
be able to find individual texts – whether a particular text, 
comprehensive corpus or some representative examples – 
on the basis of some criteria, such as a certain word, formula, 
line, motif or poetic type, or metadata such as year, place, 
collector or archival signum. Small differences in the func-
tionalities of user interfaces can thus significantly impact on 
what kinds of research actions are feasible. The functional-
ities determine the flexibility of the interface, how easy it 
is to move between the list of results and individual texts, 
how the hits are indicated and whether it possible to sort the 
results. In the current online SKVR database (www.skvr.fi), 

there are several problems for advanced use: the hits within 
texts are not indicated, the user cannot arrange the results 
by the metadata, and the possibilities for free text searches 
are limited (see https://skvr.fi/ohje).

In our preliminary work, the SKVR poems were loaded 
into the Octavo system. The Octavo system is a service Eetu 
Mäkelä has developed to support humanities and social 
science research based on combinations of large, varied 
and ‘noisy’ text corpora along with attendant metadata. 
The system has been developed in collaboration with mul-
tiple humanities and social science research projects. On 
that background, the aim has been to transcend individual 
datasets and questions to provide functionalities of broader 
relevance, while at the same time ensuring that the func-
tionalities are able to help answer actual research questions 
in individual projects.

The core of the Octavo system is its rich functionalities 
for delineating a subset of interest out of originally large 
and varied datasets. These include multiple mechanisms 
for dealing with different types of variation in the textual 
content, as well as the capability to query both metadata 
and content at the same time. After delineating a subset of 
interest, the system then offers further functionalities for 
both close reading (as seen in Figure 1) as well as subjecting 
results to statistical analysis, both in terms of metadata as 
well as vocabulary. Further, the system has been particu-
larly designed to support iterative workflows, where the 
researcher can easily experiment with and amend their 
query constraints in response to the results they get and the 
analyses they make. In addition, some result views (Figure 
2) are explicitly designed to help discover new variant forms 
for the query terms. Due to this, a researcher can start with 
the most obvious and certain query forms, but through iter-
ative improvement ensure that they are also capturing the 
totality of the textual phenomenon of interest, while at the 
same time filtering out what does not belong to it.

For the most common cases across the various 
humanities and social science projects, the system provides 
ready web-user interfaces. However, feeding these are 
more expressive open programmatic interfaces. Due to this, 
the system is able to provide its most important workflows 
easily for all to use, but at the same time it does not limit 
more tech-savvy users from amending and modifying the 
workflows to better suit their exact needs.

Thus far out of Octavo’s functionalities, the present 
project has mostly used the interfaces aimed at overcom-
ing textual variation, as well as close reading of the query 
results. A typical search process proceeds as a chain of dif-
ferent types of searches. The researcher may check the var-
iation of some individual words (Väinä*; Väinämöinen~2) 
and formulas (“va* van*”~1), limit the obtained results using 
word forms or metadata (-vanga*; -themeID:605002230), 
arrange the results on the basis of metadata, take a look at 
only the searched verses or formulas or at longer sequences 

https://skvr.fi/skvr-runohakemisto
http://www.skvr.fi
https://skvr.fi/ohje
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of poems, look at the whole texts either in Octavo or the 
SKVR database, make similar searches on parallel verses to 
look for unnoticed variations of the first verse, or use the 
type index to find similar texts without the textual feature 
that has been searched for or to see how these relate to the 
earlier analyses. (See Kallio & Mäkelä 2019).

These kinds of search processes reveal that e.g. the 
name of the old sage Väinämöinen may occur in over 200 
forms, including Väinö, Väinämö, Väilämöinen, Viänämöinen, 
Vainämoinen, Wäinämöisen, Väinämöizen, Väinämyösen, 
and Väinämöinji – of which Väinämöinen is the most pop-
ular with 1,017 occurrences – and with numerous inflec-
tions such as Väinämöistä, Väinämöisten, Väinämöistennin, 
Väinämöinä etc., sometimes added with various diacritics. 
In formulas and poetic lines, this kind of variation accumu-
lates. Väinämöinen most often appears in the formula vaka 
vanha Väinämöinen ‘steady old Väinämöinen’. Yet, he can be 
wise instead of steady, or the formula may get shorter to 
incorporate verbs or other words, such as, for example:

Tuop oli vanha Väinämöinen
that was old Väinämöinen

Tuopa viisas Väinämöinen
that wise Väinämöinen

Olipa ennen vanha Väinö
there once was old Väinö

Sano vanha Väinämöinen
said old Väinämöinen

Päälle polven Väinämöisen
onto the knee of Väinämöinen

The formula often has a parallel line tietäjä iänikuinen ‘the 
eternal sage’, which again may have inflections and varia-
tions or be replaced with other parallel formulas. Yet, if com-
pared with some short, wide-spread sequences of formulas 
(standard sequences or multiforms, see Harvilahti 1992; Frog 
2016), such as the ones on making a journey, the set of for-
mulas on Väinämöinen is quite simple, narrow and stable 
(Kallio & Mäkelä 2019).

When mapping and understanding of this kind of 
variation is done, and various exceptions and special cases 
have been interpreted, the researcher has a sub-corpus to 
proceed with, for example, when analysing various uses of 
a particular formula, motif or poetic type, or the relation of 
these to different local or genre-specific practices, literary 
influences or other features.

Figure 3. Part of the cluster of the verse ‘Savu soarella 
palaabi’ (“Fire is burning on the isle”).

Figure 4. Search for passages similar to “Osmatta on#6 
olutta keitti, *Kallervońiba#7 kal’l’oivetta*, Yheksäss#8 
ozranjyvässä, 10 Kaheksas#9 kagranjyvässä” (‘Osmatta 
brewed beer, Kalervoini (brewed) malt-water, in nine 
grain of barley, in nine grain of oat’).
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From Similarity of Character Bigrams to Verses, Sections 
and Poems

Octavo, by design, allows the user fine control in driving 
their discovery and exploration. However, this requires an 
expert user who is able and willing to put in the often sig-
nificant time required to craft queries in its language, to 
understand its affordances and limitations and to manually 
keep tabs on their exploration process. Consequently, the 
results are still substantially dependent on the competence 
of the user on the variation and complications of the cor-
pus. Thus, we are actively searching for means to make the 
interaction easier. Particularly, we are looking at ways to use 
the corpus itself to iteratively drive the search.

To this end, Maciej Janicki has started developing a 
prototype tool for exploring the similarity within the cor-
pus on verse, passage and poem level. The main compu-
tational idea is to measure the similarity between individ-
ual verses as the cosine similarity on character bigrams. 
Roughly speaking, this amounts to how many pairs of adja-
cent letters the two verses have in common. For example, 
the verses Armazb maijon andajańi and Armas maion anta-
jani, despite having differences in every word, have many 
common bigrams: “Ar”, “rm”, “ma” twice, “ai”, “an”, “aj” etc. 
Importantly, besides allowing for orthographic, morpho-
logical and dialectal variation, this similarity metric is also 
insensitive to word order and only weakly sensitive to word 
compounding.

After discovering the most similar pairs of verses 
based on bigram analysis, the verses are clustered using the 
Chinese Whispers algorithm (Biemann 2006), which results 
in groups of verses similar to each other. The Chinese Whis-
pers algorithm starts by assigning each verse to their own 
group. Then, it proceeds by selecting a verse, and going 
through every other verse it is pairwise similar to. From the 

clusters that these other verses belong to, it finds the one 
that contains most similar verses overall to the one under 
evaluation, and moves the verse to that group. This is done 
in random order for all verses, and further repeated until no 
group changes occur anymore. In a network representa-
tion of the corpus, with verses being nodes and similarities 
between verses edges, the Chinese Whispers algorithm 
computes groups of nodes that are especially densely 
connected with each other, as compared to the rest of the 
network. The resulting groups of similar verses can be used 
to explore how a given type of verse or sequence of verses 
appears in the corpus regardless of surface-level variation 
(Figures 3 and 4).

To align two poems, the minimum edit distance algo-
rithm (Wagner & Fischer 1974) is used. The algorithm aligns 
the verses between the poems in a way that maximizes the 
poems’ overall similarity (i.e. the sum of verse-wise similari-
ties). The same algorithm can be applied to align the paired 
verses themselves at the character level. The result is a side-
by-side view of two poems (Figure 5), in which both the dif-
ferences on the verse level (equivalent vs. non-equivalent 
parts) and on the character level within equivalent verses 
are highlighted.

The main drawback of the current approach is its ina-
bility to capture and visualize changes in verse ordering 
(see Yht’ ei kuttsun Lemmingäistä in Figure 5) or to explore 
similarities below the verse level. Also, the bigram-based 
similarity metric underestimates the similarity in cases of 
many small phonetic differences and could be improved by 
taking the phonetic similarity into account (e.g. substitut-
ing a vowel with a different vowel is a much smaller differ-
ence than with a consonant). We are going to address these 
points in further work.

Figure 5. The side-by-side view of two automatically aligned versions of The Song of Lemminkäinen.
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Our future idea is to test the coverage of recognis-
ing similarity by comparing the results of the interface 
with more manual search results on Octavo, and on the 
existing type index and earlier manual studies on certain 
poetic types. Further, it is quite essential to add possibilities 
for manual adjustments –  what verses are most relevant, 
what kinds of features should count as similar or should 
be highlighted in comparison – and think of effective ways 
to visualise and interpret the similarities of large groups of 
verses, sections or texts. For example, Stefan Jänicke and 
David Joseph Wrisley (2017) visualise versions of Chanson 
de Roland in a way that helps even someone not familiar 
with formulaic poetry to easily understand the scope and 
character of variation. In short, we are experimenting with 
how to take the strong points of each tool and combine 
them into something that is both powerful as well as easier 
to use.

Collaboration in Practice

Currently, research in computational social science and dig-
ital humanities rarely permeates back into their core disci-
plines. The problem is that current tools and approaches are 

often borrowed from fields where both data and research 
protocols are much more standardized. In the humanities, 
on the other hand, available datasets often have not been 
created for today’s research, and, as a result, they are rife 
with complex biases. If not properly handled, these biases 
easily invalidate any computational research based on the 
corpora. Invariably, there are also gaps between what can 
be produced through automated means, and the nuanced 
human categories of interest. Thus, to produce results of 
interest to the subject domain, computational research by 
necessity would need to interleave computational infer-
ence with manual interpretation to produce the final data 
conclusions are based on.

Here, a challenge for a humanist is how to describe 
and document work processes well enough not only to 
give other humanists the possibility to reach similar conclu-
sions, but to help the computational scientist to understand 
the process in order to make some parts of it easier. Due to 
the complexity of variation in the corpus, an efficient pro-
cess must be equally complex and flexible, and enable the 
movement between quantitative views and manual inter-
pretation of individual texts.
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K arel Dvorák (1913–1989) was a Czech folklorist who 
became professor of ethnology and folkloristics at the 

Charles University in Prague. Like many other folklorists, he 
first studied literature, and his special field as a scholar was 
the relationship between Czech medieval literature and folk 
culture.

A first edition of the book that has now been pub-
lished in German translation was printed in Czech already 
in 1978. It soon became a useful tool for Czech folklorists 
and medievalists, but Dvorák realized that the material was 
also of interest to the international folklore community. His 
goal was to bring about an extended version in German for 
the Folklore Fellows’ Communications, but he did not live to 
see the fulfillment of this project. During long periods the 
work was at a standstill, and it took more than forty years 
before it was brought to a successful close.

It is thanks to folklorist Jan Luffer and medievalist 
Kamil Boldan that an international edition of the Czech 
exempla index has finally been realized. The latter made 
contacts with Dvorák as a young scholar during his research 
into a manuscript in the Czech national library, Historiae 
variae moralisatae, written in the end of the fourteenth cen-
tury. The 230 exempla texts there were not included in the 
first edition but were incorporated into the present edition 
by Dvorák and Boldan in collaboration, a work that was 
completed by Boldan after Dvorák’s death.

After that the manuscript remained untouched for 
several years. What was missing was an up-to-date introduc-
tion and indexes. The latter were brought about by Dvorák’s 
folklorist colleague Dagmar Klimova, and the introduction, 
a thorough presentation of the exempla as a genre and 
the Czech sources, was written by the medievalist Anezka 

Vidmanová. The extensive final editorial work was done by 
Jan Luffer and took ten years. The book now appearing in 
the international folklore scene is thus the result of impres-
sive scholarly efforts.

Most folklorists apprehend the exempla literature as a 
genre which flourished in the high or late Middle Ages, nar-
ratives with a moralizing and edifying message. Vidmanová’s 
introduction puts the term into a wider context and outlines 
its pre-history: the exampla are not just “monk tales” but 
constitute a literature, both religious and secular, which 
has existed since classical times and whose characteristic 
is that it conveys useful knowledge. The medieval versions 
of Aesop’s fables, for instance, make up a substantial part of 
the exempla literature. The renaissance of the twelfth cen-
tury resulted in the spread of many classical narratives, both 
philosophical and pseudohistorical, translated from Latin 
into the local languages.

Vidmanova’s introduction is followed by Dvorák’s own 
introduction to the first edition from 1978. He establishes 
that the Czech exempla literature reached its peak during 
the second half of the fourteenth century. When the Hussite 
movement swept over Bohemia in the fifteenth century, the 
Church took a stern view of the many stories which had no 
connection to the Bible. In other parts of Europe, the classi-
cal heritage could live on longer.

The book which has been the model for Dvorák’s 
Verzeichnis is Frederic C. Tubach’s large Index exemplorum: 
A Handbook of Medieval Religious Tales of more than 500 
pages and published in 1969 as number 204 in the Folklore 
Fellows’ Communications series. Dvorák stresses his debt of 
gratitude to Tubach, but he admits that one often would 
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like Tubach’s plot summaries to be more detailed. He also 
notes that additions could be made to Tubach’s references 
to secondary literature.

Like Tubach, Dvorák presents his material in alpha-
betical order. The most significant word in the caption of 
the exemplum decides its place. Dvorák has maintained 
Tubach’s type numbers and English captions, but the con-
tents are summarized in German. The type numbers not 
found in the Czech material have been left out, but in 
return Dvorák has introduced a great many types not found 
in Index exemplorum. These have the same number as a 
caption with the same catchword, but an asterisk indicates 
that it is a new type. This can be illustrated through three 
exempla that have been adapted to Tubach’s type 23, “Abra-
ham and wife Sarah”. This story from Genesis is missing from 
Dvorák’s material. He has, however, added 23*, “Abraham as 
a host”, 23**, “Abraham erecting the family tomb” and 23***, 
“Abraham’s sons”, none of which are in Tubach’s index.

After summaries of the contents follow references, 
first to Czech sources, thereafter to other sources where the 
narrative is found. This section is followed by references to 
secondary literature and finally also to proverb collections 
containing texts related to the exemplum in question. The 
last-mentioned information makes Dvorák’s index a useful 
aid for paremiologists.

How can a non-Czech folklorist use Dvorák’s Verzeichnis?

My impression is that all folklorists, regardless of specializa-
tion, will find something of interest among the more than a 
thousand narratives, some well-known, others never heard 
of. Those who have understood exempla as being religious 
narratives in a Christian setting will probably have to revise 
their opinion. To be sure, most of the stories, such as the 
animal fables which make up a substantial part of the index, 
are moralizing and edifying narratives, but they are not set 
in a religious context. One finds, as a matter of fact, types 
in Dvorák’s index which are neither religious nor narratives. 
This is especially true about some of the texts in Historiae 
that have no dramatic plot; they just mediate useful knowl-
edge in general terms. For example, 4946*, ”Travelling in 
winter”, goes like this in translation: “He who undertakes a 
journey in winter must above all take heed not to become 
hungry on his way. With an empty stomach the natural 
bodily warmth disappears, which is what happens with the 
light in a lamp when the oil is gone.” A wise remark, to be 
sure, but there is no hint in the summary that this should be 
given a Christian interpretation.

Those readers who are folktale scholars will note that 
no less than 130 types have a number in Aarne-Thompson-
Uther’s The Types of International Folktales. A comparison 
of the presentation in Dvorak’s Verzeichnis with the one in 
ATU shows that the information given is far from the same 
in the two handbooks. In some cases, it is more extensive 

in ATU, in others the Verzeichnis contains more details. This 
shows that folktale scholars have good reason to consult 
the Czech index.

As a random sample, I have compared the presenta-
tion of type 3378, “Monk Felix”, in Dvorák’s (and Tubach’s) 
index and the ATU type 471A, “The Monk and the Bird”. This 
well-known Christian legend is about a monk who listens to 
heavenly, beautiful bird song. When he returns to the mon-
astery, it appears that several hundred years have passed. A 
folklorist who would like to investigate this legend should 
not forget to consult Dvorák’s index. It contains not only ref-
erences to Czech variants in the collections “Arnesti Pragen-
sis” and “Klaret” but also around ten references to literature 
which are not found in ATU.

My personal interest in contemporary narrative tradi-
tion made me note that some of the Czeck exempla have 
survived into our time. Here are three examples:
1482*, “Death, threefold, predetermined by fate”. – The 
son of a merchant is told that he will drown, die from being 
dragged after a wagon and be hanged. This story (ATU type 
934) has a modern offspring in the story about a man who 
tries to commit suicide by simultaneously drowning, shoot-
ing and hanging himself but fails.
3251**, “Medicaments, interchanged”. – A mistake is com-
mitted at the drugstore: a knight who looks forward to a 
love night gets laxative instead of aphrodisiac and a monk 
with constipation gets the aphrodisiac. This burlesque story 
is still alive today.
5279*, “Wife instead of harlot on rendezvous with hus-
band”. – A wife in disguise takes the place of a prostitute 
with whom her husband has arranged a rendezvous. After-
wards she reveals who she is and scolds him. In the contem-
porary versions the wife is a prostitute without her husband 
knowing it. He finds out this when he becomes her cus-
tomer. The event has been reported in daily papers several 
times as a true story.

In the end of the book the reader finds three indexes. 
The first is a concordance with The Types of International 
Folktales. It shows that the most frequent folktale category 
in the exempla index are the animal tales, with 48 items. 
The second index is about the protagonists of the tales. 
Here one notices that persons from classical antiquity make 
up a larger portion than both Biblical persons and saints. 
One finds no less than 36 stories from the cycle of Alexander 
the Great, which could be compared to the only 19 stories 
about Christ. The third index is a detailed subject index run-
ning over 25 pages.

Indexes of the kind represented in this book have 
already from the very start been distinctive to the series 
Folklore Fellow’s Communications. Karel Dvorák’s Verzeich-
nis der altböhmischen Exempel, exemplarily edited by Jan 
Luffer, will without doubt stimulate research not only in 
the field of medieval exempla but in folktale research as a 
whole.
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